
A Machine Learning model for house price prediction in 

Ho Chi Minh City 

Dung Hai Dinh1, Quoc Trung Pham2, Anh Ngoc Phuong Pham1, Ngoc Hong Tran1* 

1 Vietnamese-German University 
2 Ho Chi Minh City University of Technology 

Correspondence 

*ngoc.th@vgu.edu.vn 

Abstract. This research has the objective to develop a model for the prediction 

of house prices in Ho Chi Minh City, Vietnam using machine learning. The da-

taset used in our paper was obtained from commercial websites with relevant 

features of real estate objects such as land area in squared meters, number of 

floors, year of construction, the width of the street on which a house is located, 

and distance between the house and the city center. As for the Machine Learning 

model, we chose Linear Regression algorithm for the sake of straightforward im-

plementation and interpretation. The K-fold cross validation was applied to avoid 

overfitting. Data collection and preprocessing such as outlier detection and trans-

formation for an exploratory data analysis were implemented, as well as feature 

engineering steps. The evaluation of the model was done by calculating common 

performance metrics such as Standard Error, R-squared and adjusted R-squared. 

The results provide good prediction for the prices of houses in the selected areas 

of the city, and identify useful ideas for further research works in the application 

of data mining and machine learning in real estate sector in Vietnam. 

Keywords: Machine Learning, Data Mining, Real estate prediction, Linear Re-

gression, Exploratory Data Analysis. 

1 Introduction 

Similar to many other countries in the South East Asian region, real estate investment 

in Vietnam is a traditionally important endeavor for most individuals and households. 

The possess of a house generally means prestige and success. Furthermore, there is a 

common belief among the population in Vietnam that real estate investment belongs 

one of the best hedging strategies against inflation. Real estate investment as other in-

vestment types, involves the decision of purchasing an investment object, e.g. house, 

land, or building, in the hope of being able to sell it at a higher price in the future and 

thus making a good profit. In order to achieve that goal, it is necessary to evaluate the 

price of an object in a systematic way to enhance the reliability of the decision-making 

process. In this work, we demonstrate how data mining is capable of analyzing real 

estate investment, especially predicting the prices of houses by considering multiple 

determinants which we define as specific attributes in the Vietnamese housing market.  
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Due to the complex nature of the real estate market in Vietnam, we focus only on 

the prices of houses in a specific district of Ho Chi Minh City, which is Go Vap District. 

An important aspect of analyzing the house prices for making an investment is that a 

house is characterized by a lot of features and the extensive interrelationships between 

them which cannot be easily observed. In the reality, for example, two houses on the 

same street can have significant discrepancy in their prices due to other attributes. Im-

proper analysis can very often lead to a fundamental mistake of buying at a higher price 

or selling at a lower price than the market price. Since house investment is a major 

financial decision that requires a significant amount of initial capital, this is the mistake 

we want to avoid and thus we will try to solve a prediction problem of house prices. 

 

 
Fig. 1. Position of Go Vap District in Ho Chi Minh City 

 

With this in mind, in this paper we apply Multiple Linear Regression (MLR), a ma-

chine learning technique based on the common correlation analysis, in such a way as 

to be appropriate to decision makers with little background or domain knowledge in the 

housing sector. After a long period of booming economy from 2016 to 2021, the eco-

nomic recession in Vietnam had resulted in a serious collapse in real estate sector in all 

regions since the middle of 2022, with prices having dropped down 30% to 50%. Many 

investors have been putting too much money in real estate objects, which then led them 

to a serious liquidity problem. The reason for why things went wrong has been left 

without explanation. The recession may be regarded as a big lesson, and the impact of 

it may be over in some years in a new business cycle, but the need of better analysis 

before making an investing decision becomes as vital as never before. 

 

Our main purpose is to show the adoption of a data analytics mindset in order to 

allow buyers and sellers of houses to make decisions based on systematic processes and 

then conduct their thorough market analysis later to update the dataset, its features and 

the model, interpret results as we may see in an illustrating case study with real data. 

The paper is structured as follows: section 2 provides a brief literature review on Mul-

tiple Linear Regression and the mathematical formulation. Section 3 describes the da-

taset that is used, discusses the related attributes and the provides main idea of applying 
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machine learning for house price prediction. Section 4 presents the real estate prediction 

model, interprets the results from the application of the proposed model including a list 

of metrics. We also offer the hidden and actionable insights into the problem and in-

clude the discussions of the results. Section 5 offers the closing remarks and possible 

extensions of the model in future works based on more data collected from other 

sources such as General Statistics Office of Vietnam or e-commerce platforms. 

2 Multiple Linear Regression 

2.1 The regression and correlation models 

Multiple Linear Regression and Correlation Analysis have been applied for decades for 

the behavioral sciences (Aiken, 2002). The original of this idea is even traced back 

hundreds of years ago since the work of Darwin (Darwin, 2010). The benefits of such 

models are that they are very intuitive, non-mathematical and of applied nature of the 

analytical approach (Draper & Smith, 1998). In general, we are concerned about the 

question how a response variable, also called the dependent variable, is affected by one 

or more predictors, also called independent variables or attributes. Applications have 

been found in various fields such as economics (Petrella & Raponi, 2019), business 

management, transportation and energy management (Chung, 2012), medicine and 

healthcare (Pérez-Montalvo et al., 2022), or education (Koutny et al., 2023) or (Thwe 

& Kálmán, 2023). In real estate, several studies have investigated the factors that influ-

ence housing prices (Chen, 2022). For example, Zhang conducted a multiple linear re-

gression of the factors affecting the value of residential properties and found that the 

size of the property, its location, the number of rooms, the number of floors and the 

presence of amenities were significant predictors of the house’s value (Zhang, 2021). 

The standard form of regression is: 

 

 y = b0 + b1*x1 + b2*x2 + … + bn*xn (1) 

 

Multiple regression should not be confused with multivariate regression (Denuit et 

al., 2019). In the former case, the influence of several independent variables on a de-

pendent variable is examined (Weisberg, 2005). In the second case, several regression 

models are calculated to allow conclusions to be drawn about several dependent varia-

bles (Tabachnick & Fidell, 2001). Consequently, in a multiple regression, one depend-

ent variable is considered, whereas in a multivariate regression, several dependent var-

iables are analysed (Soffritti & Galimberti, 2011). 

 

In order to find out how well the regression model can predict or explain the depend-

ent variable two main measures are used. This is on the one hand the coefficient of 

determination R2, or R-squared, and on the other hand the standard estimation error. 

The coefficient of determination R2, also known as the variance explanation, indicates 

how large the portion of the variance is that can be explained by the independent vari-

ables. The more variance can be explained, the better the regression model is. In order 

to calculate R2, the variance of the estimated value is related to the variance in the 
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observed values. In other words, we take the Variance explained by the model and di-

vide it by to Total Variance. 

 

 R2 = sy_predicted
 2 / sy

2 (2) 

  

The coefficient of determination R2 is influenced by the number of independent var-

iables used. The more independent variables are included in the regression model, the 

greater the variance resolution R2. To take this into account, the adjusted R2 is used. 

         (3) 

To visually demonstrate how R-squared values represent the scatter around the re-

gression line, the figure below shows a model with 15% compared to 85% R- squared. 

 

 
Fig. 2. R-squared for different regression models 

 

Another metric is the degree of freedom. It refers to the number of observations or 

data points that are used to fit the model. The number of observations is important be-

cause it determines the amount of information that is available to estimate the regres-

sion coefficients. The more observations that are available, the more precise the esti-

mates of the coefficients will be. 

 

2.2 Application of MLR in house price prediction 

The idea of applying Multiple Linear Regression for house price prediction problem 

has been introduced by a number of researchers, see (Shaikh et al., 2020). In 2021, 

(Zhang, 2021) analyses the major factors affecting housing prices with Spearman cor-

relation coefficient, selects significant factors influencing general housing prices, and 

conducts a combined analysis algorithm. A multiple linear regression model for hous-

ing price prediction was then proposed and applied for a data set of real estate prices in 

Boston, United States. The author provided an interesting insight that the multiple lin-

ear regression model can effectively predict and analyse the housing prices, but also 

suggested that the algorithm can still be improved through more advanced machine 

learning approaches and more testing scenarios should be considered. This motivated 

us to conduct our research in this paper. 
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3 The dataset and its attributes 

3.1 The dataset 

In this section we present the dataset and the data collection process. By applying do-

main knowledge of the authors, the main attributes that affect the prices of houses on 

Go Vap District will be selected. These are discussed in details in the following part. 

Without loss of generality, the number of attributes can be extended later in further 

research works. With too many attributes, however, there will be the requirement for 

an intensive feature selection process to be applied. Nearly all attributes in our dataset 

are categorical data that are typically represented as a value in the Likert scale, i.e. from 

1 to 5. Features such as LotArea, Width, and Length stay continuous. All other attrib-

utes were converted into Likert scale in order to use be used in the machine learning 

model. 

 

The basic principle of every economic transaction is that the market price of any 

investment object is attained when the demand and supply curves intersect with each 

other, which is quite fluctuating and unpredictable in the real estate sector (Kontrimas 

& Verikas, 2011). Keeping this in mind, we intentionally decided to gather data from 

serious and reliable sources from a closed network of investors and brokers. The infor-

mation posted in such a network is much more reliable than those seen or collected 

from any popular commercial websites in Vietnam such as nhatot.com or batdong-

san.com, where anyone can pay some fee and post a lot of advertisements containing 

fake data. With the authors’ domain knowledge in the real estate market in Go Vap 

district, we are able to identify any advertisement that is not reasonable. Excluding such 

irrational data records help us to reduce the huge amount of time that must be spent for 

data cleansing later in the analysis process. 

 

As mentioned in the above section, in our paper we focus on the price prediction of 

city houses. A city house is a typical housing object in Ho Chi Minh City. In Go Vap 

district, houses that are the objects of transactions normally have a width of 4 to 5 me-

ters and a length from 10 to 20 meters, with 2 to 5 floors. According to this definition, 

a city house can comfortably accommodate a family with 3 generations, namely grand-

parents, parents, and children. A family normally will have to save for a long time in 

order to possess a house, and in many cases a credit from a bank is applied. As the first 

principle of valuation, location is the most important feature for determining sale prices 

as well as rental fees of real estate objects. Thus, we define Location as a standard, and 

the goodness of the location can be measured by the distance of the location to the city 

centre. The city centre is understood as Ben Thanh Market in District 1, where the un-

derground station Nr. 1 of the city metro networks is located. 

 

Ward 1, 3, 4, 5, 7 are nearer to the City Centre and thus have a score of 5. Ward 8, 

10, 11 receive the score of 4. Ward 9, 12, 14 are given score of 3. Ward 6, 16, 17 have 

the score of 2. Ward 13, 15 are nearest to the National Highway and adjacent to District 
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12, for which the valuation become the less and thus the lowest score of 1. The follow-

ing figure shows the map of all 16 wards. 

 

 
Fig. 3. Map of the 16 wards of Go Vap district 

 

In this research we do not consider the attributes that are related to the neighbour-

hood of a house location due to the complex nature and the difficulty of attribute quan-

tification, which requires a totally different approach of data collection and processing. 

Argumentation regarding neighbourhood attributes tend to focus on the educational 

level of the inhabitants in the area, the number of retired persons, or the occupation of 

the population. This means, for example, a house in an area having most households 

with vegetables trading (such as along the Le Thi Hong Street at Cho Can Cu Market) 

will have a lower value, and thus a lower price than a house located on a street with 

most retired governmental officers and military personnel (along Pham Huy Thong 

street near Ha Do Apartment). The implication of this is also quite straightforward, as 

the former location results in more noisy surroundings and traffic jams than the later 

one, which means a lower living quality for the house owners. However, there are in 

some cases exactly the reverse effect, as a house in a more crowded and noisy area is 

told to be more tradable and beneficial to its owners. 

 

3.2 The attributes 

The dataset contains 23 attributes, which we describe in brief: 

 

1. ID To count the records 

2. LotArea Lot size in square meters 

3. Location The Ward in which the house is located 

4. ConstructionCondition When the house is built or totally renovated 

5. ExteriorDesign How luxurious is the look from outside 

6. InteriorDesign How luxurious is the look inside 

7. Width Measures the length of the land lot 
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8. Length Measures the length of the land lot 

9. Floor Number of floors (levels) in the house 

10. Street Type of road access 

11. LandFeature Flatness and Cleanness of the land lot 

12. View House which has a good/unblocked view 

13. CarPark Possibility of parking a car inside the house 

14. Elevator Whether the house has an elevator 

15. LivingRoomArea Quality of the living room area 

16. BedRoom Number of bed rooms and size of them 

17. BathRoom Number of bath rooms and bath tubes 

18. Kitchen How modern the kitchen is 

19. Furniture If furniture is offered and its quality 

20. MiscUtilities Surveillance camera or firefighting system  

21. MiscFacilities Other facilities are available nearby or not 

22. LeisurePark If the house is near one of the two big parks 

23. SalesPrice The house’s sale price in VND. This is the target  

 variable that we are trying to predict 

 

The variables interior and exterior design concern about the design of the architec-

ture, if the house is very modern or very old-fashioned. It can be the case that a house 

is newly built for sale, but the design is not luxurious. The variable Elevator asks 

whether the house has an elevator, due to the fact that housing objects that have an 

elevator will cost more to construct. Width of the streets in front of the house is relevant 

because we want to know if the street is big enough for 2 trucks or a small car, and in 

the worst case just so small for a motorbike to move.  

 

CarPark asks if the area on the ground floor is bis enough for 2 cars to park in the 

house. LeisurePark is about the access to a park for leisure activities. In Go Vap, there 

are 2 big public parks and normally all the houses that have a good traffic connection 

and short distance to the parks will have a higher value and price. Number of bedrooms 

and bathrooms is also relevant. Since the houses are in most cases built and purchased 

for the whole family to settle, this is a very important criterion. The Construction con-

dition is another major attribute and gives information about which year the house is 

built, if it is new or an old real estate object. The feature MiscFacilities measures the 

level of convenience of the house to move to nearby facilities. Facilities such as hospi-

tals, high schools, supermarkets and shopping malls, well-structured new settler com-

munities where a sport playing park or a swimming pool is available for citizens to use. 

Those are normally easy to access if a house lies near one of the main streets of the 

district, as shown in Figure 4. 
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Fig. 4. Main streets of the district 

 

In the end, every decision might be considered as a financial decision because every 

decision has financial consequences. Our final objective is to predict the price as well 

as possible. One way to do this is by using the regression so that each price will be 

predicted and compared to the actual price. In the next part we formulate the regression 

model and explain the results. 

4 Model implementation and result interpretation 

Table 1 summarizes the 22 descriptive variables and the 23rd variable which is the 

SalesPrice of the first 15 houses. The analysis for some series of periods may show us 

a trend, i.e. an increase or decrease in the prices of house, however, in this work we 

collect the data in three months from August till October 2023 and assume no trend due 

to the fact that the Vietnamese real estate market has already entered a recession phase 

and prices have gone down a lot that it started to be stabilized. 

Table 1. Attributes of the first 15 data records 

 
 

There are multiple tools that can be utilized to ensure that the regression model sat-

isfies our objectives. In this work, we use Datatab as the analytical tool to implement 

the model, see Table 2. 

1.      ID
2.      

LotArea

3.      

Locatio

n

4.      

Constru

ctionCo

ndition

5.      

Exterior

Design

6.      

Interior

Design

7.      

Width

8.      

Length

9.      

Floor

10.   

Street

11.   

LandFe

ature

12.   

View

13.   

CarPark

14.   

Elevato

r

15.   

LivingR

oomAre

a

16.   

BedRoo

m

17.   

BathRo

om

18.   

Kitchen

19.   

Furnitu

re

20.   

MiscUti

lities

21.   

MiscFac

ilities

22.   

Leisure

Park

23.   

SalesPri

ce

1 43 2 3 3 4 5,17 8,4 3 1 2 2 1 1 3 3 4 3 3 2 3 1 5900

2 30 4 3 2 2 3,3 9 2 1 1 1 1 1 2 2 2 2 2 1 2 3 3780

3 66 4 5 4 4 4 16,5 4 3 4 4 4 1 4 4 5 3 3 3 4 4 7400

4 55 3 5 4 4 3,32 16,4 3 2 3 2 1 1 3 4 4 4 3 3 2 1 5950

5 40 5 3 2 4 4 10 2 2 2 1 1 1 3 2 2 2 2 2 3 5 4800

6 32 2 2 2 1 4,04 9 4 1 2 1 1 1 2 5 4 2 3 1 3 2 3950

7 39 3 5 5 5 6,5 6 5 4 4 3 4 1 5 3 5 5 4 4 3 3 7150

8 35 4 2 1 1 4,2 8,5 2 1 2 1 1 1 1 2 1 1 1 1 3 2 2750

9 9,8 5 1 1 1 3,35 3,25 2 1 1 1 1 1 1 1 1 1 1 1 3 3 1800

10 56 3 5 4 4 4,27 13,7 4 3 3 4 3 1 4 4 5 4 3 2 3 2 6900

11 36 2 2 2 1 4 9 4 1 2 1 1 1 2 5 4 2 3 3 3 2 4250

12 42 4 5 5 5 7 6 5 4 4 3 4 1 5 3 5 5 4 4 3 4 7800

13 40 4 2 1 1 4 10 3 1 2 1 1 1 1 2 1 1 1 1 3 2 3600

14 45 4 1 1 1 5 9 4 1 1 1 1 1 1 4 3 1 1 1 3 3 4500

15 66 5 5 4 4 6 11 4 3 3 4 3 1 5 4 4 5 3 3 3 2 8000
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Table 2. Input of the dataset into Datatab 

 
 

For presenting our results, we include the regression coefficient, the standard error 

of the estimate, and the p-value. For the purpose of illustration, we select six specific 

features that are highly relevant according to the authors’ expertise. The coefficients 

are provided in the next table. We see that the LotArea has the highest value, followed 

by ExteriorDesign. 

 

Table 3. Regression coefficients and R-squared 

 

 

 
 

This table shows that 98% of the variation in weight can be determined by LotArea, 

Location, ConstructionCondition, ExteriorDesign, Length and Floor. When predicting 

a house's price, the model is wrong by an average of 242.14 which is the standard error. 

R-squared is a measure of how well the model fits the data, and is calculated as the ratio 

of the explained variance to the total variance. It ranges from 0 to 1, with higher values 

indicating better performance. The standard error of the regression, also known as the 

standard error of the estimate, represents the average distance that the observed values 

fall from the regression line. In an intuitive way, it shows us how wrong the regression 

model is on average using the units of the dependent attribute. Smaller values are better 

because it indicates that the observations are closer to the fitted line. 
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Fig. 5. Significance of the variables and scatterplot 

 

Figure 5 shows the order of significance of the six chosen variables. Regarding the 

p-values, both p-values for LotArea and ExteriorDesign are smaller than 0.05, thus a 

statistically significant effect can be guaranteed. Also, we show the plot of the first 

variable LotArea, which is the most important feature, followed by ExteriorDesign. 

Notice that if we consider only those 2 variables, the following results in tables 4 and 

5 can be obtained. 

 

Table 4. Regression coefficients and R-squared 

 
 

Table 5. Regression coefficients and R-squared 

 
 

Unlike R-squared, we use the standard error of the regression for the purpose of 

assessing the precision of our prediction. Approximately 95% of the observations 

should fall within plus/minus 2*standard error of the regression from the regression 

line. Because in this case we want to use our model to make predictions, assessing the 

standard error of the regression might be more important than assessing R-squared. 

5 Conclusion and future works 

In this paper we applied Multiple Linear Regression Analysis to deal with a predic-

tion problem in the housing market in Ho Chi Minh City and showed the great potential 

of using it for the analysis of more complex problem settings in different real estate 

sectors. The MLR is an intuitive machine learning technique based on statistical and 

correlation analysis, with the objective to provide useful knowledge about the depend-

ency of an attribute on multiple independent, explanatory attributes. We employed a 

dataset that we collected and prepared by ourselves. The dataset contains 150 data rec-

ords with 23 features about houses in Go Vap district. Results of the numerical example 
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of 150 houses verify the interesting relationships between the features and the sale 

price.  

 

One of the great advantages of the chosen method is the so called non-mathematical 

benefit in the process of interpreting hidden insights. Based on the regression results, 

insights can be communicated in a very straightforward manner with help of the p-

values and the betas. However, to use it does not only require preparing a clean and 

well-structured dataset, but also good knowledge and experience of the field being an-

alysed in order to define the importance of specific attributes, because the complexity 

of the housing market is exceptionally high and data mining approaches can only sup-

port in a limited way. Overall, in this research we demonstrate the importance of having 

sufficient domain knowledge in any data analytics project and understanding the factors 

that contribute to the market value of housing improvements, before highlighting the 

potential of machine learning techniques in predicting these values. 

 

There are certainly some limitations in any research model that should be improved 

in later works. We can list a few, according to our knowledge, most essential ones. If a 

house is located somewhere next to a nearby pagoda or church, the price may vary in 

one direction or another, i.e. up or down. Such complication in the behavioural aspects 

of the buyers and sellers make the problem extremely difficult to solve. Another feature 

is the exterior and interior design of the construction can be classic, neo-classic or mod-

ern, which may result into different value or price of the house at different points of 

time. This is the feature we did not consider in our work. An additional complexity 

arises when we consider the shape of the land lot, beside the land size. In the reality it 

can happen that the land has a small width in the front, but is wider at the back, thus 

increasing the area of usage. On the other hand, a house can appear to be big and wide 

at first sight when we look at the front side, but is gradually narrowed along the length 

of the land lot. Those features require the model builder to think about some more ad-

vance techniques to deal with the valuation and pricing process. Last but not least, the 

legal condition of a land lot or a house is of extreme importance from the buyer’s point 

of view, which has not been considered and modelled in this research. Since an invest-

ment in real estate is always associated with a huge amount of money, a scoring method 

using the Likert scale from 1 to 5 appears to be inappropriate when it comes to legal 

aspects. Further researches will have to deal with such problem to build a more appli-

cable and practically meaningful model that can provide actionable insights for the 

house buyers. 
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